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ABSTRACT
Since empirical research on errors in human–computer interaction is still in its beginnings, a theoretically derived taxonomy of errors is suggested in this paper. This taxonomy is based on action theory, differentiating levels of regulation and steps in the action process. Furthermore, slips and mistakes are to be distinguished. It is useful to analyse errors with the help of this taxonomy, for example whether errors stem from problems in the knowledge base for regulation, from goal and plan development and decisions, from lack of monitoring, or difficulties of perceiving or interpreting feedback. This is shown when qualitatively analysing different errors over the course of training and between different software systems (one on direct manipulation and one more traditional). We suggest that strategies of error management should be incorporated into the training process. Error management implies that one has to learn where errors will appear and how to deal with them effectively.

INTRODUCTION
We would like to discuss some functions of errors in learning and how one should deal with them in training computer-related skills. Essentially these are theoretical arguments but we also refer to one study of learning two different word-processing systems in which we recorded errors made by the trainees. This qualitative study serves mainly illustrative purposes. Our general notion is that the emphasis should be on error management. This means that training should teach the trainees to be able to deal with errors rather than to try to avoid errors. This should be so because people at work will invariably commit errors because not all the necessary features can be taught in training and new tasks and new software features appear. More-
over, most software systems are not completely without problems, which may contribute to errors. If users have learned to manage errors effectively this will help them to be able to explore the system and to use errors as an inspiration to learn rather than to feel stressed. Before we can develop the notion of error management in training, it is necessary to introduce some general ideas on errors, including a taxonomy of errors.

**ON THEORY**

There are essentially two general lines of argument with regard to errors in training. One position argues that errors should be avoided as much as possible. This view has been particularly popular in two different scientific traditions, in behaviourism and in one particular brand of humanism. Alternatively, errors should be included into the learning process because they can also have a positive function. This position is more akin to cognitivist concepts and to action theory.

What are the arguments for each position? The behavioristic tradition (particularly Skinner, 1953) argues that a person learns best through positive reinforcement. Errors are conceptualized to be punished. Punishment does not lead to positive learning. Punishment just leads to a temporary suppression of a certain behaviour; it leads to emotional arousal and it does not tell the learner what he or she should really do (just doing nothing helps to avoid punishment as well) (Skinner, 1953). This line of argument led, of course, to the now famous programmed learning machines (Skinner, 1968).

There is a brand of humanism that proposes a similar way of thinking (although it uses a different nomenclature). Here errors are conceptualized to frustrate the student. Frustration leads to anxieties. Hence, the minimization of errors leads to a reduction of frustration and reduces the anxieties associated with learning.

Finally, behaviouristic quarters (less so Skinner than Hull and Guthrie) have argued that when an error is committed, one cannot help but learn something wrong. For example, every movement made leads to learning this movement. Therefore, this movement is repeated under certain circumstances even if the movement is known to be incorrect. Therefore, if one learns the correct movement immediately there are no competing response tendencies.

In contrast to this, cognitivist and action theories argue that errors help under certain circumstances to actually increase the knowledge (mental model) about a system (for example Semmer and Pfafflin, 1978). Thus, training should not attempt to restrict the chances to make errors but should incorporate ‘typical’ errors, train for them and use them to understand what one is doing. This latter position is, of course, related to some forms of exploratory learning (Bruner, 1960), since exploratory learning also uses learning from mistakes.

The above-mentioned differences in general educational approaches also exist in the literature on training human–computer interaction skills. In one research project, the system did not allow the trainees to make any errors at all (Carroll and Carrithers, 1984; Carroll and Kay, 1985). In sharp contrast, another study used error training (Greif, 1986). Both reported good results with their respective methods.

It is one of the tasks of this article to reconcile these different findings and different approaches to errors in the training process; to do this, we first want to develop a concept of errors and then discuss a theoretically derived taxonomy of errors.

**The concept of errors**

Errors produce the non-attainment of a goal. Not every non-attainment of the goal is an error, however. Only when actions have been performed that were potentially avoidable and that violated some rule can one speak of errors (Wingert, 1985). Every error violates some kind of goal (or supergoal) of the individual. As Norman (1984) pointed out, there are two types of errors: slips which result from wrong plans but right intentions and mistakes in which the intentions were wrong but the plan conformed to the intention. If a person deletes a file accidentally by hitting the wrong keys, it is a slip. If a person intends to delete a file, but recognizes later on that it is actually needed again, a mistake has been made. Note that even in the case of mistakes, the error is related to some higher-order goal. This higher-order goal may be, for example, not to waste time and energy (for example by having to write something twice).

This differentiation is not without problems. As the above examples show, behavioural data alone never tell us whether it was a slip or a mistake (in both cases the behaviour was the same—erasing the file). Even when we know the intention, however, it is not quite clear what a certain behaviour signifies. One could argue that the person who made the mistake actually made a slip in goal-setting (the wrong goal of erasing the file was set, even though it was still needed). In spite of these conceptual problems, the differentiation between slips and mistakes is phenomenologically useful (and particularly useful in the field of training). When a slip is pointed out, the person will most likely say, ‘Oh yes, of course, it was an error.’ If a mistake is pointed out, however, the person will want to be convinced because it is not obvious to the person that in fact a mistake has been made (because the fact of still needing access to the erased file is not in that person’s working memory).
Mistakes usually signify some lack of knowledge or something missing in working memory. An additional characteristic of mistakes is that the boundary lines between mistakes and inefficient behaviors (Semmer and Frese, 1985) are blurred. People are, in general, oriented to behaving efficiently (Schönpflug, 1985). When a person makes a large detour, it will usually be called a mistake because the ‘wrong’ route was taken at some intersection. Was it a mistake or simply inefficient behavior? It is hard to decide and we have to live with this conceptual fuzziness. If the person has the (super-)goal of not wanting to waste energy, making a detour was a mistake. If no such goal exists, it was inefficient behavior. The judgement of whether a certain behaviour is inefficient can be done without having to refer to the person’s goals. On the other hand, whether or not something is an error can only be judged by knowing the person’s goals. Practically, the differentiation is not quite so important, since one of the tasks of training is to teach the trainee to make few ‘detours’ and hence few mistakes.

A taxonomy of errors

In Figure 1, we suggest a taxonomy of errors adapted from Frese and Peters (1988) which results from an action theory perspective (cf. Frese and Sabini, 1985; Norman, 1986). The steps of the action process consist of the development of goals and decisions between them, the development of plans and decisions, the execution of the plan and its monitoring, perception of feedback and interpretation of feedback. Influencing all of these steps is the knowledge base for regulation, an equivalent to the concept of an internal model. The knowledge base provides the material from which to develop goals and plans and to interpret feedback.

Similarly to Hacker (1973) and Rasmussen (1985), we distinguish four levels of regulation (after Semmer and Frese, 1985). These levels of the postulated hierarchy (or better heterarchy) can be distinguished by their generality (higher levels) and specificity (lower levels) and by whether they involve conscious thought. Actions regulated by higher levels require conscious attention; those regulated by lower levels are relatively automatic, with higher levels used only for occasional monitoring.

Sensorimotor level

This is the lowest level of regulation in which stereotypical and automatic movement sequences are organized without conscious attention. These highly automatic actions can be consciously regulated only within narrow limits because processing of feedback is done on the lower levels as well. Thus, substantial modifications are not possible at this level. Conscious regulation cannot modify such action programs; at most it can stop performance.

Levels of regulation

<table>
<thead>
<tr>
<th>Level of abstract thinking</th>
<th>N</th>
<th>N</th>
<th>N</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intellectual level of regulation</td>
<td>N</td>
<td>N</td>
<td>N/E</td>
<td>N</td>
</tr>
<tr>
<td>Level of flexible action patterns</td>
<td>N</td>
<td>N/E</td>
<td>E</td>
<td>N/E</td>
</tr>
<tr>
<td>Sensorimotor level of regulation</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td></td>
</tr>
</tbody>
</table>

Figure 1. A preliminary theoretically derived taxonomy of action errors. The knowledge base for regulation has an impact on all the steps in the action process; however, it has more influence on the upper levels of regulations. Black cells do not exist. N = novice; E = expert

Thus, action programs on the sensorimotor level may assert themselves—contrary to insight—because they have been well routinized. This is one reason for occasional slips, for example when a person wants to go shopping and drives a part of the way along a familiar route that goes to the shop and to home. After a while the person finds himself at home without having done any shopping.

Level of flexible action patterns

At this level general action patterns are regulated that are relatively constant in their structure but whose parameters can be changed flexibly. Using block commands may be an example.
Intellectual level

At this level, complex analyses of situations and of problems are regulated. Learning a word-processing system is done at first on this level.

Level of abstract thinking

This is the highest level. General and abstract thought processes are regulated here; logical inconsistencies are tested and abstract heuristics are generated here. These heuristics may take the form of action styles, that is general and abstract heuristics that help in developing plans and goals and the use of feedback. The use of these heuristics may become automatized as well (Frese, Stewart and Hannover, 1987).

On the vertical side of Figure 1, the levels of regulation are described; on the horizontal side the steps in the action process are shown. The knowledge base for regulation has an influence on all of these steps of the action process.

Knowledge base for regulation

The knowledge base is the material from which a person can develop goals and plans, compare the action with a set of parameters and perceive and interpret feedback. Errors may appear here because of objective information deficits or wrongly conceived information and because of inadequate mental models or metaphors (including not knowing the boundary conditions of these metaphors).

Goal development and goal decisions

Errors may appear as inadequate development of goals, wrong decisions between goals or wrong derivation of subgoals. An example for an inadequate goal is an unrealistic goal and an example related to wrong decisions between goals may be unresolved goal conflicts.

Plan development and plan decisions

There is a large overlap between this step and goal development decisions. Errors can occur because of inadequate plans, wrong decisions between plans or derivation of inadequate subplans. Thus, errors can be due to inadequate or unrealistic methods and means. One error condition is due to inflexible use of plans or to giving up the plans before one can be really sure that they have not worked (Volphert, 1974).

Monitoring of execution of action

Sometimes it is possible to detect that one is about to make an error before one actually commits it. Monitoring helps here to reduce the error rate. The less one monitors one's actions, the more easily errors can occur.

Perception and interpretation of feedback

Here there are three conditions that lead to errors: not noticing feedback signals, wrong perception or wrong identification of feedback, and wrong interpretation of feedback signals.

Novices make mistakes more often and their mistakes are regulated in the upper part of Figure 1 (and have been labelled 'N'). Experts make more slips/errors because they are more often related to an automatic plan (or interpretation) of taking over an action; therefore experts show a preponderance of lower-level errors (they are presented as 'E' in Figure 1).

QUALITATIVE OBSERVATION OF ERRORS IN THE LEARNING PROCESS

This taxonomy is useful when looking empirically at errors in the learning process. The course of errors in the learning process and the different kinds of errors as a result of different systems could be observed during a long-term study (7 x 2 hours) of 24 students learning two different text-processing systems: the WordStar with its command language and the MacWrite (using the Macintosh) with its icons, its desk top metaphor and the use of a mouse (Altmann, 1987; Schulte-Göcking, 1987). The subjects had no experience with a computer. The training simulated the learning situation of a person who had just bought a computer and had to learn with the help of a manual; additionally the trainees used material and worked on problems that had been especially designed for this study. The experimenters observed the subjects at all times, intervening only after they had been asked for help and after the subjects tried out a first attempt to solve the problems themselves. Records on all errors were kept. We were especially interested in whether the errors followed a specific course over time.

Errors in the course of learning

The level of regulation as in Figure 1 is changed by learning. The novice regulates most actions on a higher level; after some practice the regulation is delegated to lower levels. This implies that the novice is most likely to make errors of the mistake kind. These mistakes may be due to knowing
too little about the system, to using wrong or inadequate mental models or metaphors, to developing unrealistic goals and plans, to not knowing the right feedback signals and to misinterpreting the signals given. However, there is also room for slips that appear because attention is not given to the action at hand. Inattention leads then to leaving out, repeating or misordering crucial steps in an action sequence (Norman, 1981). The problem of inattention to important system parameters is crucial in the beginning of the training process, because there is constant information overload, since all of the information has to be consciously stored in working memory and little information is chunked.

The chances to make slips are greater for experts, however, because skilled behaviours contain many automatized components. Thus, they tend to regulate many actions on lower levels. Therefore, the lower levels may become activated without conscious control, leading to actions that were not intended—the most famous source of this kind of slip being the capture error (Norman, 1981).

Indeed, in the first sessions of the learning process, the subjects in our study had problems on all levels of regulation and with all steps of the action process. There was a high prevalence of mistakes, most of them due to the lack of basic understanding of word processing with a computer.

More concretely, special features of both systems like RETURN and BLANKs produced difficulties for the novices since they used a typewriter metaphor and, therefore, had problems understanding the special implications of these features in word processing. For example, they often used the RETURN key or the space bar instead of using the cursor keys, thus ‘tearing apart’ the text. Apparently, the knowledge base for regulation had not included a clear differentiation between cursor movement and editing functions.

After making errors such as the one above, the subjects had difficulties recovering from the error situation. Since they did not know that simply using delete commands would fix the text, the real trouble began now. The subjects were not able to interpret the outcome of their actions properly and, therefore, could not find the right problem-solving strategies. They only saw the text as ‘torn apart’ and were now searching for a command to ‘combine’, ‘move’ or ‘format’ texts. Since they did not know that RETURNS and BLANKs are represented and treated as characters in a word-processing system they could not find the solution. Moreover, these characters were invisible and, therefore, the subjects thought (and argued) that ‘one cannot delete “nothing”’.

There is a difference between passively acquired knowledge and knowledge that is actively used. Purely ‘telling’ somebody the right answer did not help the subjects to actually use this information. Although they were told the abstract notion on how BLANKs and RETURNS are represented in a word-

processing system and how to treat them, the subjects had to get to know the boundaries of their metaphor by actually making many mistakes before they could realize the uniqueness of these features in word-processing programs. Thus, it is sometimes necessary to make the errors actively before learning takes place.

The typewriter analogy did not only lead to errors on the intellectual level of regulation but also on the sensorimotor level. Thus, skilful typists had some particular problems in using automatized movements like pressing the RETURN key at the end of each line. Working with a word-processing system one has to use a RETURN key only at the end of each paragraph. Otherwise it is impossible to reformat the text at a later time. Again, there is a discrepancy between knowing something and being able to use the information. After a skill has been automatized, like pressing the RETURN key after each line, the reintellectualization process is difficult. Thus, this error was repeated over and over although the subjects knew that it was wrong. The habit first had to be broken to be able to establish new strategies of action.

Besides error prevention, error diagnosis (feedback perception and interpretation) is a special problem for the novice. For example, the CTRL key was sometimes not simultaneously pressed with the letter key so that the system did not interpret this as a command but as a letter. Thus a letter appeared on the screen that was not noticed by the subjects because they expected something ‘big’ to happen. Therefore, they thought that they had to find another command instead of the correct one just used.

Another typical problem in error diagnosis appears when the CTRL key is accidentally pressed instead of the shift key, thus giving a command instead of a capital letter. This error is also made by many experts, but in contrast to the novices they can rectify this relatively quickly. The novices became quite helpless because of the unexpected consequences of this slip (for example the appearance of the help menu or the next page on the screen). Since they could not interpret the feedback correctly, they were unable to find a solution to the situation.

In summary, in the first sessions of the learning process errors were made on all levels of regulation but the most prominent errors were made on the intellectual level of regulation, for example in the inadequate interpretation of feedback. Furthermore, an inadequate knowledge base was an important cause of errors.

However, as soon as the basic difficulties were solved, other kinds of errors dominated in later sessions. Even though comprehension errors were constantly made since the trainees learned something new in each session, slips and memory lapses became more important. Thus, the ratio of slips to mistakes changed, with slips and lapses becoming more frequent. These lower-level slips presented themselves as lapses in WordStar and as motoric coordination slips in MacWrite.
In WordStar, commands were forgotten or mixed up more frequently. For example, many errors using the command language system consisted of mixing up similar commands (like CTRL-KD with CTRL-KP or .op with .pa). Such lapses are the result of the abstract and confusing command names and an additional interference stemming from learning many new and different names. The reader may note that this area is not represented in the theoretical taxonomy of errors given in Figure 1. The study showed us that the important area of memory lapses should be incorporated.

When using the direct manipulation system, an example of those errors, which are often caused by the lower levels of regulation of Figure 1, is as follows: some subjects pulled down the menu but clicked at the wrong place because they were already thinking of the next step. Apparently, the subjects now felt more sure of their use of the commands, thus putting less attention on these matters and using the level of flexible action patterns. On the other hand, their level of expertise was not high enough, so that a higher degree of conscious attention would have been warranted. Thus, errors of the following type appeared: the subjects actually knew the correct procedure but made errors that they could recover from relatively quickly.

Moreover, in later sessions, the differences between the two systems led to different types of errors. Therefore, we will treat these differences in the next section.

Errors and different styles of human—computer interaction: direct manipulation versus traditional system

As mentioned earlier, two word-processing systems with different styles of human—computer interaction were learned in the experiment. WordStar is operated by a complex command language and offers additional menus as memory aids. This is called a traditional system. MacWrite is icon-oriented and presents a 'model world' with diverse objects that can be directly manipulated with the help of a mouse. The model world consists of a desk top metaphor with files, rulers, or a waste paper basket. These two different interaction styles produced different kinds of errors in later sessions starting with about the fourth session.

In WordStar the menus are not self-explanatory and many subjects had difficulties using them. For example, it often happened that a person got into a submenu (for example CTRL-K) to search for a specific command (for example CTRL-KD). As soon as the correct command was found CTRL-KD was repeated without realizing he or she was in the submenu and, therefore, had to give only the second part of the command (for example D). The system, however, interpreted the input of CTRL-KD in the K submenu as CTRL-KK and, therefore, inserted a print control character for 'end of block' into the text. Most often, the person did not notice this, which could cause great confusion later on. For example, the person might want to mark the beginning of a block further down in the text and would then receive an error message on the fact that the block marker 'end of block' was set before the one 'beginning of block'. This could not be interpreted since at this time the causal relationship of this error message to the prior action was no longer obvious to the learner.

Thus, the subjects did not grasp the hierarchical structure of the WordStar menu system—a problem of the intellectual level of regulation of the action plans. Moreover, the feedback on the errors was not clear and could not be easily interpreted. The result: error management was usually difficult. This led in turn to an overly cautious and non-exploratory strategy when using WordStar because errors were seen as a constant 'bother' rather than as an impetus to learn.

In contrast to WordStar, MacWrite did not present any major problems for using the menus or remembering the commands. Here the menus were very simple and clearly arranged and could be popped up quickly and without complication using the mouse. The errors using the MacWrite system were of a different nature and came about because of difficulties of the model world symbols and metaphors. There were three special problems:

1. Some procedures were too easy. For instance, some people had problems in activating a 'window'. In order to do this, one must simply point at the specific window and press the mouse key. The subjects expected a more complicated procedure. When they did not find any solution in spite of an intensive search, they resigned and asked the experimenter for help. Conclusion: the right procedure was too simple in comparison to their expectations.

2. Metaphors were taken too literally. For example, an object to be worked with must be marked at first by 'pointing at it'. Initially many people took this 'pointing at' too literally and moved the cursor that had the form of an arrow next to the object. Thus, they made the arrow point at the object instead of directly moving the arrow onto the object, which is the proper way of doing it.

3. Metaphors were designed inconsistently. For example, the function of the rulers in MacWrite is to set tabs, margins and spacing. This is not consistent with the actual function that rulers would have on a real-life desk, such as measuring something or drawing a line with them. Moreover, it is possible to make them invisible by using the command 'hide rulers'. This inconsistency of the design of the ruler symbols was the source of many errors. For example, the commands 'show rulers' and 'add rulers' were constantly mixed up, or the symbols on the ruler (for example for tabs) were falsely interpreted (for example as the bell ringing at the end of the line).
There is a clear difference in the number of errors of the WordStar group to the MacWrite group. More errors were made in the WordStar group because the subjects had forgotten commands or procedures and could not understand them from looking at the menus. Unfortunately we were not able to count the exact numbers of errors made with both systems, but our qualitative analysis tells us that approximately twice as many errors were made using WordStar.

When comparing the quality of the errors made with WordStar or with MacWrite it becomes obvious that they have completely different consequences. Errors using MacWrite very rarely caused a perplexing chaos as they did for WordStar. Because of this, MacWrite errors had few demotivating and frustrating effects. MacWrite supported error management much better.

THE FUNCTION OF ERRORS IN THE LEARNING PROCESS AND THE NOTION OF ERROR MANAGEMENT IN TRAINING

Our discussion so far suggests some hypotheses about the function and problems of errors in the learning process. Errors can have potentially positive as well as negative functions in the training process. This also gives us a clue as to what error management should mean. Error management strategies should be taught in training so as to enhance the positive functions of errors and minimize the negative functions.

The positive functions of errors in the training process

The positive function of errors conforms to the adage that one learns from errors. In one study a training group that received a sequential training (the subjects learned each command sequentially without any higher-order explanation) in which no errors were possible, performed worse than another group that allowed and encouraged the subjects to make errors (Frese et al., in preparation). Errors provide feedback to the person. However, feedback is only useful when the trainee is able to perceive and interpret the feedback (an error message like ‘error 024’ will not do) and to leave the ‘error situation’ after having committed the error. Sometimes trainees get hopelessly lost when they find themselves in a situation that they did not want to be in and that they do not know how to change. Depending upon the level of regulation, there are different functions of errors. On the level of abstract thinking, errors help the individual to learn which metacognitions work and which ones do not. When the trainee learns that every ‘typo’ has quite negative effects when giving commands to a computer system, he or she will use the metacognition of meticulous typing (including checking before one ‘sends off’ the command with the return key). Similarly, when the person has learned strategies and heuristics to deal with errors effectively, the metacognition of using errors as challenges rather than as stressors will prevail. On the intellectual level of regulation, the boundary conditions of metaphors (cf. Carroll and Thomas, 1982) are discovered. For example, if the trainee thinks of the system in terms of a typewriter model, the boundary lines for this thinking become clear when he or she makes the error to write over a blank in the insert mode and finds out that this is not possible.

Errors usually lead to a reintellectualization of action patterns that used to be regulated on lower levels. When one employs a plan as usual (without thinking about it) and it suddenly does not work any more or produces error messages, one is forced to think about the action again. Therefore, errors (at least those with clear feedback) have the function of stopping premature automatization of a skill. Mistakes signify that the implications of a command may not have been completely understood yet and that one has to rethink and possibly retrain again. One prerequisite is, of course, that the training is done under realistic conditions where those errors that are prone to appear when performing real-life tasks will appear as well. There are many reports in the literature on sensorimotor learning (cf., for example, Volpert, 1981) showing that non-realistic feedback appearing concurrently with an action is worse than non because unrealistic errors can not be made under these conditions.

There is one more (positive) function of errors that is often overlooked: errors may spur creative solutions and new exploratory strategies. If the trainee does not know the difference between the ‘insert mode’ and the ‘overwrite mode’ and makes a mistake because of this, this might lead him or her to explore these different modes. Similarly, all the possible uses of an UNDO button (or back-up files) may be explored after one has made a mistake. Often, an accidental use of a command may produce an interest to find out how this command can be used and what its functions are.

This positive function can also be substantiated in our study on the learning process. When a menu was accidentally popped up using the MacWrite system this often led to an interest to explore the commands of this menu. This was so because the menus were presented very clearly and it was very easy to undo accidental errors. It often happened that a person said: ‘Oh, what’s this? I’d like to try it out!’ The menus were therefore adequately used as a tool that stimulated exploration. Error management was supported by the system.

Additionally, subjects who made certain errors of basic understanding (that is those concerning RETURNs and BLANKs) earlier in the learning process were able to rectify them and to proceed without any further impediments. In each case, the other subjects would encounter this particular problem later on anyhow, but by this time they were already working on more complex problem situations, so that it was much more difficult for them to understand the actual error causes and to manage these errors effectively.
The negative function of errors in the training process

Given this set of advantages just discussed, one wonders why errors have a 'bad name' in the training literature. The main reason why they do is that they are upsetting. Errors provide feedback but feedback does not only have an informational side (what is not known yet?) but also a motivational component. Errors may, therefore, also demotivate the trainee (this is, of course, the important issue in Skinner's thinking). Depending upon their interpretation of the error feedback, the trainees may think that they are, for example, not smart enough to do it right. Errors—particularly mistakes but also slips with grave consequences (for example inadvertently deleting an important file)—are noticed and diagnosed on a conscious level. In such a case an attributional process sets in and the errors are interpreted according to who or what is at fault. Thus, negative attributions may develop; for example, 'I am not able to learn to use such a complicated machine because I am too dumb' (Peterson and Seligman, 1984). However even when in a psychological sense benign attributions follow an error, one may lose fun and motivation in dealing with a system. A person may then 'leave the field' and stop working with this system.

In one of our studies (Frese et al., in preparation), in which one part of the training consisted of error training, we presented subjects with heuristics that implied that it was positive to commit an error. Our qualitative observations were here that the negative attributions of errors persisted in the beginning and were slowly replaced by a much more active attitude towards making an error. Errors were then seen as chances to learn rather than as stressors.

Nevertheless, besides reducing motivation, errors may produce stress and anxiety. This has several implications for the learning process. First, stress can be conceptualized to be another—emotional—task the person has to cope with. This means, that several tasks have to be dealt with at once. Since the trainee is overloaded with information anyhow that has to be processed on a conscious level, the working memory becomes even more overloaded. Therefore, new errors (both slips and mistakes) can occur. The implication is that error management (which leads to acquiring a more positive attitude towards errors in the learning process) may actually lead to a reduction of errors.

People also have the tendency to revert back to overlearned responses when they are under stress (Semmer and Pfafflin, 1978). This means that responses that are already regulated on a lower level will be preferred under stress conditions: since much of adult training is really retraining, reintellectualization of formerly automatized responses and a conscious regulation of them is required. Since errors produce stress, this process of reintellectualization becomes disrupted and lower-level regulation is preferred. Again new errors (particularly slips) may result.

One important disruptive consequence of errors is related to system feedback. Does the feedback give information to the trainee and reduce its potentially demotivating function? Feedback is informative when the trainee learns to answer these four questions: (1) What specific error did I make? (help in feedback interpretation); (2) How did I get into this? (the knowledge base for regulation is improved); (3) What do I have to do so that I will not make this error again? (plans, goals and monitoring are implicated here); (4) What do I have to do to get out of the error state? (coping with an error situation—again referring to goals and plans).

The last point is actually the most important. Much of the aversiveness of errors in the human-computer field stems from the fact that errors (slips and mistakes) produce states that are difficult to leave. The novice will sometimes be forced to use a cold restart of the machine, with the effect that much or all of what was produced up to this point is lost. This problem became evident when observing the learning of WordStar. Incomprehensible error consequences often made the subjects very fearful of using the menus. This in turn reduced exploration and prevented a correction of inefficient methods.

Therefore, the training programme has to concentrate on this issue (but not only the training programme—also the error messages of the system and particularly the manual; cf. Wendel and Frese, 1987). Training has to ensure that one learns strategies to get out of the error state.

In summary, there are potentially negative effects of making errors—they may demotivate and increase stress and anxiety and lead to 'points of no return'. These effects will dampen exploratory strategies leading to anxious sticking to one particular method that may not be efficient and useful. To reduce these negative effects and to maximize the positive ones, it is necessary to explicitly integrate the problem of errors into the training process and to develop strategies of error management.

The notion of error management: integrating errors into the training process

When describing the notion of error management, one can again refer to the steps in the action process and to the knowledge base for regulation in Figure 1.

Knowledge base for regulation

In order to undertake effective error management, the person has to know potential error sources (of the program) and error tendencies (of him- or herself). Thus, knowledge of error 'spots' of the software system and a certain amount of realistic self-perception of one's error tendencies are important. When these exist, one can develop better hypotheses once the error has been
committed and better ideas of when and where to be careful because error-free performance is important.

**Goal development and goal decision**

Whether or not an error is seen as a challenge or as a stressor depends on user's goals. Similarly, attributions are different depending upon the goals. If the goal in training is not to be error-free, but actually to get to know potential problem areas of the program and one's own proclivities for errors, in other words if committing errors is seen as part of what one should do in the training process, then committing an error is not reducing motivation to work with the system but rather enhancing it. For something to be frustrating, it has to be seen as negative—as something to be avoided. If the production of errors is seen as something positive (note: in the training process) then errors are not frustrating any more. Furthermore, if the goal consists of making errors, there will be no negative attributions in the Peterson and Seligman (1984) sense, which only appear after negative events. When it is the goal to make errors in the training process, the necessary knowledge can be developed to reduce the amount of errors in actual work situations, to get out of error situations and to be less anxious when trying out new things and committing errors again.

**Plan development and decisions**

Two aspects are important here: developing strategies to learn from errors and strategies to get out of error states. Strategies to learn from errors include, for example, learning how to interpret error messages, to look things up in the manual and to actively recapitulate what one has learned from an error.

One problem for novices is often that one error is followed by the next one and that they get deeper and deeper into an error state. Therefore, strategies to get out of the error states have to be learned. These may include, for example, ways of jumping from one menu to the other, of being able to use the escape and UNDO keys or of knowing how to do a warm restart. At a more metacognitive level (level of abstract thinking) it implies that one learns not to give up too easily and to try various and diverse ways of dealing with error states.

**Perception and interpretation of feedback**

Error diagnosis is often difficult (or made difficult by a particular software). It is not always obvious what the error was, what the system feedback means and where the error stems from. Therefore, the trainees have to be taught how to diagnose their errors. This implies two aspects. The first is to learn how to construct one's own feedback since not all errors produce obvious error messages. For example, SPSS version 9 has led to many errors in the treatment of missing values, because the COMPUTE command needed an additional ASSIGN MISSING command to treat missing data correctly. However, there was no error message when the ASSIGN MISSING command was missing. Therefore, error diagnosis implies here that the trainee had to learn to look for these mistakes by watching the number of cases in the output closely. Thus, an explicit strategy of error diagnosis has to be taught.

Second, where does the error stem from? This is also not always obvious. Sometimes it was not the last command that really led to the error but one occurring a few commands before (for example when using the overwrite mode and then trying to use the backward delete in the MS-WORD word-processing system). The problem here is that people tend to cling to their first hypothesis even if many reasons speak against this. This has been variously described as the problem of mental set (Luchins and Luchins, 1959, Levine, 1971) or as cognitive hysteresis (Norman, 1984). Therefore, trainees have to be taught to develop a set of heterogeneous hypotheses about error causes, to explore these alternatives and to be more skeptical about their first set of hypotheses.

To include these aspects of error management in the training process implies the following:

1. In general, the training should teach and support an active and exploratory approach. This implies, for example, that the trainees should be encouraged to develop their own hypotheses and their own mental model of the system, to use 'risky' strategies, to look into aspects of the system not yet known, to experiment when they are not quite sure, etc. (cf. Carroll and Mack, 1985; Frese et al., in press). Only within such a training strategy does it make sense to develop error management strategies. When the training is structured according to programmed learning principles, when the trainee has to follow the instructions passively or when only one 'correct' answer is allowed, error management strategies cannot be taught.

2. An error training should be integrated into training programmes (cf., for example, Greif, 1986). In each case this implies that the trainee has to make some kind of mistake and then learn to get out of the error state. In our own trainings and experiments (for example Frese et al., in preparation) we have variously tried the following strategies: (a) The trainees were asked to make as many different mistakes as they could think of. (b) The trainees had to follow through mistakes that were often made by other trainees. (c) One trainee had to learn how to get out of the errors of a second trainee. (d) Error states were reproduced on the screen or on
some rather surprising research results (Carroll and Carrithers, 1984; Carroll and Kay, 1985) pointing to the positive function of giving the trainee little feedback on errors may be due to this overload at the beginning of training. During such a training, the trainee has to concentrate only on the necessary keys, new commands, etc., and does not have to deal with self-produced problems. However, not giving any error training at all may lead to other problems, discussed above. Therefore, we suggest that error training should be done in the middle of the training. This reduces the overload for the novice in the beginning but gives the trainee a chance to use the experiences made in this section of the training later.

CONCLUSION

We still know very little about the ‘typical’ errors that trainees make. From informal observation, we know that most beginners use a typewriter analogy when learning word processing. This leads, for example, to difficulties in learning how to delete a blank space or a new line command. The type of error is probably related to prior knowledge of computers, to the metaphors used and to prior knowledge of the tasks that have to be done with the system. However, all in all, we know very little in this area.¹

It is useful to analyse errors with the help of the theoretically derived taxonomy. However, it is not always easy to put empirical examples of errors into the cells of Figure 1 since it is hard to decide what causes an incorrect action. Errors have to be seen in relation to the goals and ideas of the person and these cannot be observed directly. For example, the MacWrite commands ‘scroll down’ and ‘scroll up’ were very often mixed up. There are two symbols: an arrow pointing upwards and an arrow pointing downwards. Normally such errors (mixing up commands) would be described in the cell ‘level of flexible action patterns/plan decisions’. By chance one of our subjects explained the underlying cause of her error. Instead of clicking on the downwards pointing arrow to scroll up the text she clicked on the upwards pointing arrow. She described her reason for doing this: ‘Oh, I must have been thinking of using a typewriter because if I wanted to see the text below I had to pull the sheet of paper up making an upward hand movement. This is why I always click the downwards pointing arrow.’ This would actually mean that this error should have been classified as belonging to ‘knowledge base for regulation’ since it was caused by a ‘wrong’ mental model.

¹Therefore, we are currently involved in a large empirical research project to answer what type of errors are typical of novices, intermediates and experts and how error treatment can be improved in software design, in software quality control and in training (Project FAUST, cf. the Acknowledgements).
Empirically it proves helpful to regard the errors with the help of the two dimensions in Figure 1. One could, for example, observe a trend over time to move from the intellectual and sensorimotor level to the level of flexible action patterns. This is so because new material is first learned on the intellectual level and with practice regulated one level further down. At the same time, old inadequate behaviour patterns that are still regulated on the sensorimotor level are reintellectualized and therefore moved upwards and then with practice moved again downwards in the hierarchy of the levels of regulation. A second trend over the period of the training can be seen in the move from goal decisions and feedback interpretation to plan decisions. Goals do not have to be developed and decided upon each time after one has become a more skilful user of a system and feedback interpretation is easier because there is a better mental model. However, plan decisions are becoming more complicated because the skilful user has many more alternatives at his or her disposal.

One can also differentiate between the two computer systems. For example, errors on the sensorimotor level have more negative consequences when using WordStar than when working with MacWrite because MacWrite is better in the support of error management. Interestingly, most errors using the MacWrite system could be categorized to be due to the knowledge base for regulation because some metaphors were unclear or inconsistent (e.g. the ruler). WordStar errors most often related to problems in goal decisions and feedback perception or interpretation because of the complexity and transparency of the menu system and the abstract naming of the commands.

Thus, the taxonomy of slips and mistakes can serve to present a theoretically derived order to the confusing heterogeneity of errors. Additionally, the taxonomy has some practical relevance. If it can be shown that, for example, WordStar leads to feedback interpretation problems, one can treat the problem specifically. Either one can improve the system and present more obvious system reactions on the screen, or one can introduce a specific lesson during training with the goal of making the trainee monitor the screen carefully. It would also be valuable to the trainer to know the potential errors and their causes to be able to anticipate these and to take them into specific consideration during training (compare our remarks on error training).

In our view, errors may have positive and negative functions in the learning process. In a way, our argument is that both Skinner and the cognitive theorists are right, the Skinnerians with their view that errors lead to little motivation and the cognitive action theorists with their emphasis on what can be learned from errors. In contrast to Skinner, however, we argue for the chance to make errors (although it might be better to reduce the chances in the very beginning of the training process and with very anxious trainees). Moreover, we think that error management is one important goal of training. Since the trainee has to be able to use newly developed skills in real-life tasks and since the trainee is bound to make some errors, he or she has to learn how to expect these errors and how to cope with them effectively. The concept of error management helps to develop the prerequisites for dealing with errors and to develop ways of incorporating the teaching of error management strategies into the training process.
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