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Abstract. On the basis of a longitudinal ® eld study of 29
commercial software development projects, the pros and cons of

user centredness in software development were analysed. We
looked at two concepts: user participationÐ an organizational

deviceÐ involving a user representative in the team, and user
orientationÐ a cognitive-emotional conceptÐ which pertains to

positive attitudes towards users. Both were found to be associated
with project dif ® culties relating to process and product quality as

well as overall project success. We suggest that the issue is no
longer whether or not to involve users, but instead to develop a

realistic understanding of the dif ® culties associated with user
centredness.

1. Introduction

Within software engineering there is a growing interest in

the notion of user centredness (Gould and Lewis 1983,

1985, Shackel 1985, Ulich 1993). In a weak form, user

centredness involves consideration of users’ needs, as for

example in Norman and Draper’ s (1986) User Centred

System Design or in design guidelines for the user interface

(e.g. Brown 1989, Smith and Mosier 1986, Shneiderman

1992) . In a strong form, user centredness implies active

participation of users in the design process. Som e

researchers have suggested iterative design principles that

allow the user to test the development at certain intervals

(rapid prototyping approach, e.g. Boehm 1987, Budde et al.

1992, Floyd 1984, JoÈ rgensen 1984). Others have proposed

that there should be at least one user representative on the

design team (Bjerknes et al. 1987, Briefs et al. 1983),

preferably from the onset of the project (Williges et al.

1987) .

User involvement methodo logies span a continuum from

consultative to representative and, at the most intensive

level, consensual design (Mumford 1981). Differences

between methodologies can be found with respect to the

primary focus of the developm ent (improved compute r

systems versus improved work places). However, two of the

most prominent methodologies of user involvement, the

Scandinavian Participatory Design approach and the North

American Joint Application Design, inevitably link the

developm ent of high quality systems to continuous user

participation in the design process (Carmel et al. 1993).

The arguments for the strong form of user centredness,

involving the users in the design team, are convincing. One

such argument stems from the fact that software designers

usually are unfamiliar with the users’ work tasks and are

therefore unable to design useful tools for the users (Curtis

1988). Moreover, it can be argued that only users really

know what is best for them, so only through their active

participation can usable software be developed (Spinas

1990). Thus, both functionality and usability of software

depend on a transfer of knowledge from users to software

designers. As this knowledge transfer is a complicated

process, and software designers often do not have the time,

motivation, or prior knowledge to get to know the users’

needs (Grudin 1991) , what better way is there to establish a

consistent ¯ ow of knowledge than to involve the users

themselves in the process. Some authors have additionally

argued that user involvement, speci ® cally rapid prototyping

approaches, lead to higher ef® ciency, as measured both in

cost and in time (Baroudi et al. 1986, Bewley et al. 1983,

Boehm et al. 1984, Gomaa 1983, Karat 1990, Mantei and

Teorey 1988, Strohm 1991).

Interestingly, in spite of these argum ents for a higher

degree of user centredness in the design process, user

participation and prototyping are rarely practised in

commercial software development (Aschersleben and

Zang-Scheucher 1989, Rosson et al. 1987) . Why is user

participation not more commonly applied in software

developm ent? One explanation may be that the process of
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software development is disturbed by user participation.

New methodo logies such as prototyping bring about

changes in the developers’ work situation (Budde et al.

1992) . This may cause opposition and communication

barriers. Moreover, developers claim that users lack

computer knowledge and have little ability to describe

their work tasks (Peschke 1986) . On the other hand, users

are often dissatis® ed because they feel they have little

in¯ uence and therefore might reduce their commitment to

the design process. Consequently, there is some evidence

that certain forms of intensive user involvement may lead to

project goals being missed more often (Selig 1986). Despite

a vast num ber of practices for implementing user involve-

ment (Muller et al. 1993) , there is no method which

guarantees the successful implementation of user involve-

ment (Kensing and Munk-Madsen 1993).

Moreover, there is little empirical proof of the superiority

of user involvement in commercial software development

(Ives and Olson 1984). Many of the earlier projects of

participatory design were small-scale, did not intend to

develop marketable software (Clement and Van den

Besselaar 1993) and were funded by public authorities

(Weltz and Ortmann 1992). Moreover, many ® ndings on

technolog ical gains of user participation practices have been

criticized for being post-hoc estimates lacking explication

of their methodological basis (Carmel et al. 1993).

2. Goal of the study

We tested empirically whether or not user centredness is

associated with problems in the software design process. We

distinguish between user orientation and user participation .

User orientation pertains to the software developers’

individual value of produc ing software for the user and

thinking of the user during the development process. Thus,

user orientation is an attitudinal measure of user centred-

ness. In contrast, user participat ion indicates that at least

one user representative is actually part of the software

development team. Thus, we were concerned with both the

organizational implementation (user participation) and the

individual cognitive-emotional representation (the attitude

of user orientation) of user centredness. These two concepts

do not have to be independent of each other, for example,

high user orientation can result in user participation.

However, we assume that they should not be highly related,

because the organizational implementation of user centred-

ness is not necessarily re¯ ected in software designers’

attitudes towards users.

We wanted to test the alternative hypotheses of whether

user participation and user orientation were actually an

obstacle to the smooth functioning of the software

development process, or whether they actually helped this

process. In line with Boehm (1981), who describes the

primary goals of a software project to be conduc ting a

successful process and achieving a successful product, we

looked at quality factors of the process and the produc t

(cf. Budgen 1994, Humphrey 1989). These quality factors

were assessed in two measurement periods during the

developm ent process. In the second period, part of the

projects was already ® nished.

A better research design would have been to wait until all

the products were developed and in use and then to assess

their functionality and usability. Such a design would have

to cope with nearly insurmountable problems, however.

First, the projects studied were developing software

produc ts for different application domains (e.g. process

control, of ® ce administration) and different user groups

(e.g. engineers or bookkeepers). There is little chance to

develop a common metric to measure functionality or

usability across these different areas. Second, the software

produced by the projects were often included only as parts

of full software packages. Thus, it would be dif ® cult to

isolate users’ assessment s towards these speci® c parts of the

full programs. Third, many of these projects were not

® nished and in use until several years later. Within the

constraints of a project ® nanced by the government, it would

have been uneconomical to wait until all the projects were

® nished. A solution would have been to study only full

projects within one domain with similar users in mind.

However, this would have resulted in a sample that would

have been too small.

Thus, we had to compromise. First, we concentrated on

meaningful measures that matched the expertise of our

respondents. Since they were mainly software engineers, we

felt con® dent that they could answer engineering criteria

related to ef® ciency and maintainability of the software with

good accuracy. Second, to study longer term effects, we had

the second wave at a time when the projects had moved

further along in their developm ent.

This implies that our study does not answer questions on

the in¯ uence of user participation on usability. Rather, we

concentrate on whether or not the `smooth functioning’ of

software developm ent is in¯ uenced by user centredness.

3. Methods

3.1. Sample

The projects were recruited by using either informal

contacts through the German computer science association

`Gesellschaft fuÈ r Informatik’ or by direct mailing to

companies with software departments. A total of 29

application software development projects from Germany

and German speaking Switzerland participated in the study

representing a broad range of different project types. Table 1

shows that the sample included projects of different sizes,
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that the projects were in different phases of their life cycles

and that there was a good distribution of in-house as well as

external developments.

In each project, the team leader(s), the users’ representa-

tive (if applicable), and some of the actual developers were

interviewed. Between 30% and 100% (average 70% ) of all

team members participated. As often in applied research we

did not have full control over how many team members could

be involved in our research (since the companies had to pay

for the subjects’ time).

A total of 200 persons participated in this study; 186 took

part in interviews for approximately three hours, 180

responded to a questionnaire. Usable data of both types

were obtained from 166 persons. Of the participants, 62.1%

were systems analysts and programmers, 25.6% team or

subteam leaders, 9.9% user representatives, and 2.5% held

other functions (e.g. project secretary). The average age was

33 years, the average experience in software development

was 5.7 years. Twenty-® ve per cent of our sample were

females.

3.2. Procedure

For each project, the team leader was interviewed in

detail as to the organizational structure, the tasks involved,

the team structure, the procedures to be used, and also on

whether or not a user representative existed in the project.

Subsequently, the team members were interviewed and

questionnaires were distributed. This was the ® rst measure-

ment period.

In a second measurement period, 6±12 months after the

® rst period, the project members were asked to ® ll in

another questionnaire to ascertain the success of the project.

Since the projects were further advanced at this stage

(see table 1), questions on product quality were now more
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Table 1. Features of the 29 ® eld study projects.

Users’

User Project Project Phase Phase computer
Number orientation type size (time period 1) (time period 2) knowledge

(1) Strong level of user participation
02 low external middle installation (® nished) high

03 middle in-house middle installation installation low

07 low in-house large installation installation low
15 middle external large installation installation low
18 middle in-house small speci ® cation code and test low

20 high in-house middle speci ® cation code and test low

21 middle external small code and test installation low
25 high in-house middle speci ® cation installation low

(2) Intermediate level of user participation
04 low external small code and test ( ® nished) high
05 low external small installation speci ® cation high

06 middle external small installation (® nished) high
13 middle in-house middle speci ® cation code and test low

14 low external small speci ® cation code and test low
16 middle external small code and test ( ® nished) low

22 middle in-house large speci ® cation code and test low
23 high external small installation installation low

26 high in-house small installation installation low
28 high in-house middle speci ® cation code and test low

29 middle external large installation installation high

(3) Low level of user participation
01 middle external small installation (® nished) high

08 middle external large code and test installation low
09 low in-house middle code and test ( ® nished) low

10 middle external middle speci ® cation code and test low
11 low external small speci ® cation code and test high

12 middle external small code and test Ð low
17 high in-house small installation Ð low

19 middle in-house large code and test installation low
24 high external small speci ® cation Ð low

27 middle in-house large code and test installation high

Note: user orientation (low = lower 25%; middle = middle 50%; high = upper 25%); project size (small = up to 8 members; middle = 9 to

12 members; large = 13 members or more); a dash indicates missing data.



meaningful. At the second measurement period, 26 (89.7% )

of the projects participated. The follow-up sample com-

prised 135 persons. 112 of those who participated in the ® rst

measurement wave ® lled in the questionnaire again. In

addition, 23 people (out of 15 projects) participated for the

® rst time. These were new group members as well as

managers who had a profound knowledge of these projects.

They gave us an added advantage because they had not yet

been involved in the prior research (often they had not been

team members at that time) and, therefore were potentially

less biased.

3.3. Measures

3.3.1. Measures of user centredness: There were two

measures of user centredness: user participation and user

orientation.

User participat ionÐ an organizational measureÐ was

ascertained on the basis of different sources of information.

In the ® rst step we identi ® ed whether there were user

representatives within each team by asking team leaders.

Examples of user participation were: that a custom er is a

member of the project team, or that a task area specialist is

on the project team.

In addition sociometric measures were used to identify

whether there were user representatives within the project.

Speci® cally, subjects were asked to name everyone within

and outside of their teams they interacted with, to give the

function of each person (e.g. user, developer, team leader)

and to rate the quality of this interaction. Som eone named at

least twice to be a user representative and at least twice to

be a team member was counted to be a user representative

belonging to the team.

Thereafter we distinguished three groups with different

levels of user participation. Projects with at least one user

representative within the team were regarded to have a high

degree of user participation. An intermediate level of user

participation implied that the projects had no user

representatives within the team but that at least one third

of the team members interacted with users. The lowest level

of user participation existed if there was only infrequent

contact with users by a few project members.

An indication of validity of user participation is that the

percentage of team members who had gained their knowl-

edge about the application dom ain directly from some users

(measured by a questionnaire item) signi® cantly correlated

with the level of user participation (r = 0. 62, N = 29,

p < 0 .05).

User orientationÐ a cogni tive-emotional attitude

measureÐ consisted of 5 Likert-scale items: (a) `A good

software developer tries ® rst to produce for the user not the

machine’ ; (b) `For software development it is most

important that one can put oneself into the position of the

user’ ; (c) `At least once a day every software developer

should think about how useful the product will be for the

user’ ; (d) `While working I try to image how the user will

deal with the produc t of my work’ and (e) `A good software

developer tries to better the work conditions of the users’ .

Cronbach’ s Alpha is 0.63 which is a low but still acceptable

reliability for research at its start (cf. Nunnally 1978). User

orientation is conceptualized to be an individual cogni tive-

emotional attitude. This would actually speak against

aggregation. However, in order to compare it to user

participation and to use aggregated dependent variables, we

also aggregated user orientation. The Eta is 0.49 which is at

the lower end of acceptability of using aggregated scores. A

con® rmation of the legitimacy of using an aggregated score

is the correlation between the team leaders’ user

orientation
1

and the average user orientation of the team

excluding the team leaders: r = 0 .43 ( p < 0 .05, N = 26

projects). These results indicate that there is at least a certain

amount of cohesiveness in a team’ s user orientation.

3.3.2. Measures of context variables: Context features of

the project were ascertained on the basis of the interview

and questionnaire. The size of the project was determined by

asking `how many people are in your team?’ . On the basis of

the answers given three groups were distinguished: small

projects with up to 8 team members, medium-sized projects

with 9 to 12 team members and large projects with more

than 13 team members. The phases of the life cycle of the

project were measured in time period 1 and 2 by asking all

team members `which phase is your project currently in?’ .

Since phases normally were overlapping within each project

three main categories were used: speci® cation (comprising

analysis, speci® cation and design), code and test (comprising

implementation and test), installation (comprising on-site

installation and maintenance). Additionally, in time period 1

each members’ team tenure was ascertained and his or her

participation in each phase of the project was determined.

The extent of users’ knowledge of computers was rated by

the interviewer on the basis of information provided by

team leaders.

3.3.3. Measures of process quality (time period 1):

Stressors at work were ascertained with a 20 item scale

(e.g. `I have too much work’ taken from Frese (1988)) with

an internal consistency of 0.88. This measure was taken as

an indicator of process quality related to the working

conditions in the team.

Two single item measures were related to inef ® ciencies

in the ongoing process: Time inef® ciency (item: `Time

was often wasted’ ) and the frequency of revision of

decisions.

Quality of team interaction was measured with a 22 item

scale constructed on the basis of Watson and Michaelson

(1988) . Items referred to democracy, openne ss to criticism,
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competition (reversed) and dominance (reversed). Cronbach’ s

Alpha for the scale was 0.92.

Team effectiveness was based on a ten-point interview

item.

3.3.4. Measures of product quality (time period 1): The

product quality measures all related to software engineering

criteria. Since the subjects were software engineers, we

assumed that we could trust their judgement on these

dimensions but not on issue of functionality or usability.

These measures were developed with computer scientists

with whom we collaborated in this project (Bittner et al.

1995) .

Quality of documentation was measured with ® ve Likert

items (e.g. `The documentation is very detailed’ ) with a

Cronbach’ s Alpha of 0.87. All items referred to the

documentation of developm ent, not to any type of

documentation dedicated to the user.

Modularity of the target software was estimated with four

items, such as `For every application procedure one can tell

by which component it is realized’ . Cronbach’ s Alpha was

0.71.

Changeability of the target software was ascertained with

a ten-point item present in the interview (`Estimate the

changeability of the whole product developed in your

project’ ).

3.3.5. Measures of project success (time period 2): At time

period 2 measures of project success were ascertained. The

overall success of the project, innovations made during

development, ¯ exibility of the project (i.e. reaction of the

project to unpredicted events) were measured by single

Likert items. The measure of on time/in budget was

ascertained by two items referring to ful ® lment of time

and budget requirements (r = 0 .58; N = 103; p < 0 .01).

Team effectivene ss and changeability of the target software

that had been already measured in time period 1 were

measured at time 2 again.

3.4. Aggregation

In the analyses aggregated project scores were used. To

test the agreement within the projects groups, Etas were

computed and are displayed in table 2 (cf. James 1982).

Using aggregated scores has several advantages. First, there

is little in¯ uence of response bias because idiosyncratic

responses are eliminated. Second, not everyone in a team is

really able to respond to all aspects of the development

process and quality, but collectively team members have a

good knowledge of all these aspects. Third, the appropriate

unit of analysis in research on team performance is the team.

Thus, the aggregated scores re¯ ect the average level of

every variable within a project.

4. Results and discussion

4.1. Descript ive results

User participation took different forms. For example,

there was an in-house project developing software for the

company’ s administration. The overall tasks were jointly

de® ned by the software team and the department of the

future users. The latter was supposed to contribute one third

of the total effort of about 100 person years. In another case,

members of the software team moved to the customer, and

built a team together with some user representatives. There

were also projects without this strong form of participation.

Some teams included a user representative in some

consulting position. Some had an interdisciplinary advisory

board installed. Others had a user representative located in a

position between the development team and the application

domain.

User representatives usually specialized in certain tasks,

for example, specifying or testing, while involvement in

implementation was negligible (Brodbeck et al. 1993).

Often they were involved in the project from the very

beginning. More than ® fty per cent of the user representa-

tives had a longer team tenure than the average team

member and nearly seventy per cent had already partici-

pated in the early phases of the project’ s life cycle.

User orientation was high throughout. Only two per cent

of the software developers considered user orientation to be

of low or no importance. Other results also sugges t that

there was a positive attitude toward the users, e.g. user

friendliness of the software was estimated to be one of the

most important criteria. However, there was still an

appreciable variation in user orientation between the

projects with a range from M = 2 .90 to M = 4. 60

(SD = 0 .35) on a ® ve-point scale.

4.2. Problems associated with user participation and user

orientation

Table 2 presents the full intercorrelation matrix. Projects

with high user participation showed lower overall success,

fewer innovations, a lower degree of ¯ exibility, and lower

team effectivenessÐ all measured at time period 2. None of

the correlations of time period 1 were signi® cant. This

indicates that negative features associated with user

participation do not become apparent immediately but

only later in the process.

User orientation correlated positively with stressors and

negatively with team effectiveness and quality of team

interaction at time period 1. These three process variables

mainly refer to the work situation in the projects. But also

other, non-signi® cant correlation coef® cients were in the

same direction. With respect to time period 2 measures, user
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orientation was negatively correlated to overall success and

team effectiveness.

Thus, the data suggest that projects high on user

orientation and user participation were not running smoothly.

Potential mediator effects. Further inspection of the

intercorrelation matrix shows that team effectivenessÐ

measured at time period 1Ð is related to outcome measures

at time period 2. This suggests that team effectiveness at

time 1 might function as a mediator in the relationship

between user orientation and outcome measures at time

period 2. Although we did not hypothesize this mediator

effect it would make sense that user orientation leads to a

lower degree of team effectiveness which in turn leads to

lower quality and success. Additionally, stressors and

quality of team interaction might be mediatorsÐ especially

in the relationship between user orientation and team

effectiveness at time period 2. Here the argument would

be similar to the above mediator effect. User orientation

could effect team interaction and stressors which affect later

success measures.

In order to test this, a set of hierarchical multiple

regression analyses were performed (Cohen and Cohen

1975) . In the ® rst set of analyses only user orientation was

used as a predictor for overall success and team effective-

ness (time period 2) respectively. In the second set of

analyses stressors, team effectiveness (time period 1), and

quality of team interaction were entered in the ® rst, user

orientation in the second step. The percentage of variance of

overall success explained by user orientation was reduced

from 21 per cent to 2 per cent when stressors, team

effectiveness (time period 1), and quality of team interaction

were entered ® rst into the equation, indicating a strong

mediator effect. Similarly, the percentage of variance of

team effectiveness (time period 2) explained by user

orientation was reduced from 16 per cent to 0 per cent

after stressors, team effectiveness (time period 1), and

quality of team interaction were entered ® rst into the

equation. These results show that the relationship between

user orientation and outcome measures at time period 2 is

mediated by problems in the ongoing process such as

stressors, low team effectiveness and low quality of team

interaction. No such strong mediator effects were found for

the relationship between user participation and outcome

measures of time period 2.

Neither user participation nor user orientation was

signi® cantly correlated to changeability, modularity, quality

of docum entation at time period 1 suggesting that short-term

product quality is to a weaker extent related to user

centredness than is short-term process quality.

With respect to measures of time period 2, all correlation

coef ® cients show a negative sign, although not all reach the

signi® cance criterion. Furthermore, it must be noted that

som e of the time period 2 measures are highly correlated to

their correspond ing time period 1 measures (e.g. time

inef® ciencyÐ on time/on budget; changeability) indicating

that decisions and events occurring early in the process can

hardly be compensated for later.

4.3. Relationship between user orientation and user

participation

The two variables of user centredness shared no common

variance (r = - 0. 03, n.s.). This indicates that the organiza-

tional practice of user participation is not necessarily

re¯ ected in individuals’ attitude to user orientation.

Furthermore, there was no mediation. When user participa-

tion was controlled for, there was little change in the

correlations between user orientation and outcome vari-

ables. The same is true if user orientation was factored out

of the correlations between user participation and the other

variables. Thus, it is not the higher user orientation which

made user participation dif ® cult.

4.4. User centredness and task dif ® culty

One might assume that user participation is mainly done

in large and com plex projects that might be more dif ® cult to

coordinate and therefore might be associated with low

success (cf. Kraut and Streeter 1995). However, there were

no signi® cant correlations of user orientation and user

participation with context factors like project size, phase of

the life cycle, and team tenure (cf. table 2). To control for a

potential bias due to life cycle characteristics, we computed

the correlations between user participation and outcome

variables, excluding projects which were classi® ed as

maintenance projects. However, the correlation pattern

remained almost the same.

5. Overall discussion

The results suggest a clear pattern: user participation and

user orientation were negatively related to features of

process and product quality. User participation was related

to low overall success, few innova tions, little ¯ exibility, low

team effectiveness , and low changeabi lity of the software.

User orientation was related to high stressors, low quality of

team interaction, low overall success, and low team

effectiveness.

User orientation was mainly correlated with measures of

the ongoing process, as measured at time period 1. In

contrast, user participation showed signi® cant correlations

with measures of time period 2 when projects had advanced

much further. We consider the differences between user

orientation and user participation to be related to this time
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difference. User orientation seems to be more intimately

related to ongoing events, that in turn are related to the

project outcome. User participation is more directly related

to overall success measures. Moreover, user orientation

captured the more subjective and cognitive side of user

centredness, whereas user participation was a more

objective organizational measure.

Our results on the negative effect of user centredness

contradict those positions in the literature suggesting a

positive effect of user orientation and user participation on

the software development process (Baroudi et al. 1986,

Bewley et al. 1983, Boehm et al. 1984, Gomaa 1983, Karat

1990, Mantei and Teorey 1988, Strohm 1991). Four

interpretations for these results will be discussed: (1) it is

all in the developers’ mind; (2) projects with problems turn

to users for help; (3) misattributionÐ projects with problems

develop higher user orientation; (4) user participation/user

orientation lead to more objective problems.

(1) Interpretation 1: It is all in the developers’ mind

Project success variables were assessed by the

software developers themselves. One could argue

that we only measured what was in the software

designers’ minds and that these data bear no

relationship to reality. There is the danger that we

only measured the developers’ subjective theory of

the impact of users on the development process. This

subjective theory may be of an individual nature or it

may be a stereotype common to all software

developers. There is no doubt that there is some

truth to this explanation. Whenever one does a study

based on interviewees’ responses, there is the danger

of getting a subjective representation that distorts

reality. However, this explanation certainly does not

explain all of the results. Since we analysed

aggregated group measures, it cannot be the result

of individual distortions. A collective distortion

being operative in all software developers implies

that these common stereotypes are also highly

consistent across time. Such a consistency was not

apparent in our data; the negative effects of user

participation appeared only at time period 2.

Moreover, there was a clear correlation between

subjective assessment s and `objective’ project char-

acteristics. Those projects that were thought to be

inef® cient were, in fact, less often ® nished by time 2

than were projects that were thought to be ef® cient

(time inef® ciency at time period 1 correlated with

completion at time period 2 with r = - 0 .40, N = 26,

p < 0 .05).

(2) Interpretation 2: Projects with problems turn to users

for help

One might think that in cases of extreme

dif® culties software projects would turn to users for

help. We think it is highly unlikely that users can

actually help in such a situation. This interpretation

implies that users would have been involved only late

in the development process. However, this is not the

case, because user representatives were not different

in team tenure from other participants and normally

participated in the early phases as well.

(3) Interpretation 3: MisattributionÐ projects with prob-

lems develop higher user orientation

Lower quality projects may attempt to be more

user oriented to be able to attribute their failure

externally. In a way people answer the question of

why they have not been more successful by saying

`but we had to be so much more concerned with the

users’ . This may eventually lead to a higher degree of

user orientation in those projects. We do not believe

that this is really a plausible explanation. In any case,

this reasoning can only be applied to the more

subjective concept of user orientation and not to the

more objective user participation.

(4) Interpretation 4: User participation or user orienta-

tion lead to more objective problems

As an alternative to the interpretations considered

above, this interpretation posits that user participa-

tion and user orientation lead to various objective

problems. Qualitative data from the interviews

convinced us that this interpretation is viable. The

participation projects had to deal with several problems

related to developer±user relations that were not

present in projects without user participation.

First, the users developed more sophistica ted ideas

in the course of the developm ent process and,

therefore, they intervened more frequently later on.

The software developers were not able to anticipate

these ideas, which are often very dif ® cult to

incorporate into the software in a late stage of the

developm ent. Second, users often feared job loss or

worsened working conditions as a result of the new

software and, therefore, were not interested in

participating constructively. This might have lead

to misinformation. Third, user representatives were

often unpredictable. In one project, late in the

developm ent process, users demanded a direct

manipulation interface which they had just seen

with a new standard software. In another case, a user

representative demanded changes at the moment that

developers wanted to start testing the software. This

type of intervention might disrupt the software

developm ent process. Fourth, user orientation may

lead to higher levels of aspiration and, therefore, to a

higher degree of stressors and a lower degree of team

effectiveness. This might especially be the case when

only little knowledge and experience are available on

how to put user orientation into practice.
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Thus, we think that there are objective problems

with user orientation and user participation. There are

more interests to be balanced , and more relationships

to be managed. Therefore, the smooth functioning of

a project is more likely to be impairedÐ a result that

is of practical importance for software designers and

their managers.

(5) Strengths and limitations

The strengths of our study are: ® rst, we used

aggregated scores ruling out individual biases.

Second, data collection was done at two points in

time, allowing the assessment of long term relation-

ships. Third, the sample of projects was hetero-

geneous and went beyond the typical case study

approach, allowing better generalization to the

population. Finally, two different aspects of user

centredness were assessed . The cognitive-emotional

user orientation was found to relate immediately to

negative quality factors, while the problems asso-

ciated with organizational user participation became

obvious only in the longer run.

There are two limitations of our study. First, one

could argue that our measure of user participation is

rather coarse and may not be interval scaled. We

think that the tri-partite measure is really `cutting

nature at its joints’ because software development

projects naturally fall into three categories. However,

using a dichotomous variable of user representative

in the project versus not, leads essentially to the same

results (since point-biserial correlations were used for

this dichotomous variable, the scaling argument can

be refuted). Thus, we think that these problems

should not lead one to discount our results.

The second limitation is that the success measures

stem from the software designers themselves. We

have not studied users’ responses to the program

developed by the projects. Thus, our results are mute

with respect to the question, whether or not user

centredness is related to better usability or function-

ality. Thus, the results do not contradict those

positions who propose user participation as a useful

methodology to implement compute r system s in

working life.

However, our results imply that naive statements

suggesting that user centredness is all positive, need to be

modi® ed. We do not want the reader to go away with the

conclusion that one should not design software with the help

of user representatives at all, or that user orientation is

completely negative. As a matter of fact, one could very

well argue that the problems of user participation apparent

in our research are by-products of user centredness. User

participation may be more uncomfortable and dif ® cult for

software developers, but still be the better choice for the

user (Mumford and Weir 1979). Thus, our results may point

out that there is a trade-off between engineering and

usability criteria.

In the future, it is necessary to develop a much clearer

picture of what is happening in software development

(Brodbeck and Frese 1994). Since problems appear in

projects with user participation, the research agenda should

be to get a clearer conceptualization of precisely which

kinds of problems are most prominent and how one can cope

with these problems more effectively.
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